
More Than You Could Want to Know




e-Infrastructure
(Grids empowered)

e-Infrastructure
(Grids empowered)

security

m
o
b
ility

semantic
web.

a
u
to

m
a
tic

m
a
n
a
g
e
m

e
n
t

broadband

e-Learning

e-Business

aeronautics

genomics

environment

astronomy

e-Health

e-Science

G
rid

Vision: Create an e-Infrastructure
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The Grid

� Coordinates distributed resources …

� using standard, open, general-purpose

protocols and interfaces …

� to deliver required qualities of experience

  “Resource sharing & coordinated problem solving in

dynamic, multi-institutional virtual organizations”



Context


�	 Define a service-oriented architecture … 

� the key to effective virtualization 

�	 … to address vital “Grid” requirements


�	 AKA utility, on-demand, system management, 

collaborative computing 

�	 … building on Web services standards 

� extending those standards where needed 

� enabling ubiquity and thus a rich ecology of 

platform and solution providers 

�	 The “Open Grid Services Architecture”




Web Services


�	 Increasingly popular standards-based framework for 
accessing network applications 

� Service oriented architecture: everything is a service 

� Services built in application server 

�	 XML based (eXtensible Markup Language) distributed 
computing framework 

�  WSDL: Web Services Description Language 
� Interface Definition Language for Web services 

�  SOAP: Simple Object Access Protocol 
� XML-based RPC protocol; common WSDL target 

�  WS-Inspection 
� Conventions for locating service descriptions 

�	  UDDI: Universal Desc., Discovery, & Integration 
� Directory for Web services 



The Grid Enables

Transient Services


�	 “Web services” address discovery & invocation

of persistent services 

� Interface to persistent state of entire enterprise 

�	 In Grids, must also support transient services,

created/destroyed dynamically 

� Interfaces to the states of distributed activities 

� E.g. workflow, video conf., dist. data analysis 

�	 Significant implications for how services are 

managed, named, discovered, and used 

�	 In fact, much of our work is concerned with the 

management of services 



Open Grid Services Infrastructure (OGSI) to

Web Services Reference Framework (WSRF)


�	 Globus Toolkit � OGSI � WSRF 

�	 Announced at GlobusWORLD 2004 (Jan 20-23) 

�	 The WSRF proposal is a re-factoring of OGSI concepts 

to align better with Web services 

�	 Changes from OGSI to WSRF are primarily syntactic 

�	 Grid adds to Web services in OGSI and WSRF: 

� The ability to create, address, inspect, discover, and 

manage stateful resources 

� In OGSI, these stateful resources are called Grid services 

� in WSRF, they are called WS-Resources 

http://dsonline.computer.org/0402/d/o2004a.htm 



Open Grid Services Infrastructure

Grid-Web Services Convergence 
Completed: A Major Milestone! 

Web Services Messaging, Security, Etc. 

Domain-Specific Services 

Core Services 

Program 
Execution Data Services 

WS-Resource Framework 



Supercomputing 95

I-WAY: Information Wide Area Year


UI 

I-Way Featured: 

� Networked Visualization Application Demonstrations 

� OC-3 (155Mbps) Backbone 

� Large-Scale Immersive Displays 

� I-Soft Programming Environment 

http://archive.ncsa.uiuc.edu/General/Training/SC95/GII.HPCC.html 

CitySpace 

Cellular Semiotics 

Led Directly to Globus & the Grid 



DARPA, NSF, 

and DOE 

begin funding 

Grid work 

NASA begins 

funding Grid work, 

DOE adds support 

The Grid: Blueprint for a 

New Computing 

Infrastructure published 

GT 1.0.0 

Released 

Early Application 

Successes Reported 

NSF & European Commission 

Initiate Many New Grid Projects 

Anatomy of the Grid 

Paper Released Significant 

Commercial 

Interest in 

Grids 

Physiology of the Grid 

Paper Released 

GT 2.0 

Released 

Does not include downloads from: 

IBM, Platform, etc. 

NMI, UK eScience, EU Datagrid, 

Globus Toolkit® History
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Partners are Creating

Strong GT-Based Grid Solutions
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Globus Toolkit 

Note that WSRF has little or no effect on solution users!




Industry Adopts Grid 
Technology 



The GEON Project


�	 Close collaboration between geoscientists and IT to interlink 
databases and Grid-enable applications 

�	 “Deep” data modeling of 4D data 

� Situating 4D data in context—spatial, temporal, topic, process 

� Semantic integration of Geosciences data 
� Logic-based formalisms to represent knowledge and map between ontologies 

�	 Grid computing 

� Workflow-based specification of computational tasks 

� Deploying a prototype GEON Grid: heterogeneous networks, 
PoP nodes, Data clusters, and compute clusters 

�	 Interaction environments 

� Information visualization. Visualization of concept maps 

� Remote data visualization via high-speed networks 

� Augmented reality in the field 

CYBERINFRASTRUCTURE FOR THE GEOSCIENCESSource: Chaitan Baru, SDSC 



A Geoscientist’s Information

Integration Scenario


How about their 3-D geometry using gravity data ? 

? 
Information 
Integration 

What is the distribution and U/ Pb zircon ages of A-type plutons in VA? 

How do the plutons relate to the host rock structures? 

Digital geologic map Geochemical Geophysical Database Geochronologic Structure database 
Of Virginia 

(plutons in Virginia) 

Database 

(chemical data) 
(gravity contours) database 

(Concordia) 
(foliation map) 

CYBERINFRASTRUCTURE FOR THE GEOSCIENCESSource: Chaitan Baru, SDSC 



Web Services and GEON


�	 GEON software stack is based on OGSI / Globus Toolkit3 

�	 Each node in the system runs same software stack 

�	 Installed via Rocks, and GEON Rolls (a set of GEON-specific 
RPM’s) 

�	 Approach to Web services 

� GEON services are Web services with GSI authentication 

� Will move to WSRF framework when it is mature 

� Implementing a distributed Web services catalog across GEON 

�	 Web services management 

� SDSC currently works with Cal-(IT)2 partner, Blue Titan (BT) 

� BT Network Director provides WS management for services 
published at webservices.sdsc.edu.


� Similar capability being investigated for GEON.


� Provides for failover and QoS capabilities


CYBERINFRASTRUCTURE FOR THE GEOSCIENCESSource: Chaitan Baru, SDSC 



See Nov 2003 CACM

For Articles on OptIPuter Technologies




OptIPuter Software Architecture

for Distributed Virtual Computers v1.1


Layer 4: XCP 
Node Operating Systems 

�-configuration, Net Management 

Physical Resources 

DVC #1 

OptIPuter Applications 

DVC #2 DVC #3 

Layer 5: SABUL, RBUDP, 

Fast, GTP 

Real-Time

 Objects 

Security 

Models 

Data Services: 

DWTP 

Higher Level 

Grid Services 

Visualization
DVC/ 

Middleware 

High-Speed 

Transport 

Optical 

Signaling/Mgmt 

Grid and Web Middleware – (Globus/OGSA/WebServices/J2EE) 

Source: Andrew Chien, UCSD

OptIPuter Software Systems Architect 




The OptIPuter Will Become a

National-Scale Collaboratory in 2004


“National Lambda Rail” Partnership 
NEPTUNE Serves Very High-End Experimental and Research Applications

 4 x 10Gb Wavelengths Initially

  Capable of 40 x 10Gb wavelengths at Buildout 

Chicago 
StarLight

OptIPuter 
NU, UIC 

NASANASA 
Ames In Goddard 

Discussion 

USC, UCI

 UCSD, SDSU


SoCal

OptIPuter


Source: Tom West, CEO, NLR




An International-Scale OptIPuter

is Operational over the First Set of


76 International GE TransLight Lambdas
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SIO’s High Resolution OptIPuter

Visualization Systems


Earth Sciences are an OptIPuter Driver


3 Megapixels 

20 Megapixels 


